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Discussion

Introduction

In the discussion paper S5-186486 that was part of the answer from SA5 of the LS S2-189049 it is formulated a way forward for SA2/SA5 and RAN 3 co-operation on Slice related Data Analytics.

The picture below is from the paper.
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This contribution builds on way forward according to that paper. 

The overall responsibility for SLAs and their fulfilment is located in the BSS layer. The SLA is then broken down into policies in different layers. These delegated policies are kept by monitoring KPIs at different layers. 
Slice KPIs are monitored by OAM and Slice management is performed by OAM.

A slice can cover both RAN and CN domain. Then each domain may have its separate KPIs. Fulfilment of slice KPIs are then done per domain. RAN domain for instance provides information to OAM and is managed by OAM. And the same for CN domain. 
If information, such as QoE per user or group of users is needed, NWDAF role might optionally be to contribute with this info in a near real time fashion. The exact detail how to measure QoE from network KPIs as described in Solution 3: QoS Profile Provisioning must be evaluated. Information from different domains might be needed to assure enough information is available for NWDAF to calculate QoE. A joint effort between standardization groups might be needed to evaluate if NWDAF will have enough information to give the QoE with enough accuracy.
This info can also be collected from application directly, either from UE or server side. In this case the role of NWDAF needs to be evaluated.

If QoE per user or group of users is used, NWDAF sends this info to OAM that takes this into account when evaluating its KPI. Then OAM triggers action either in RAN or CN domain to mitigate a possible non-fulfilment of the KPI.
A Use Case
A possible use case from Key issue#14, is that an SLA has been agreed between MNO and a customer that covers the following KPIs:

· Number of users (group of users)
· Different fulfilment for different applications such as:

· 80% of users running application 1 shall have a at least QoE_1 or higher (where QoE_1 might be an agreed MOS value) 

· 90% of users running application 2 shall have a at least QoE_2 or higher (where QoE_2 might be an agreed MOS value)

· Etc…

Here it is assumed that a specific slice is going to be used for this customer. The KPIs above are made available for NWDAF.
Trial phase
Assume that the MNO would like to assure that it can support the SLA by allocating a new slice. One way to do this is by a “trial” phase for the Slice. This period is to assure that the new slice is not impacting existing services and slices in the network. Initial resources in RAN and in CN are allocated to the slice. Agreement between MNO and customer during this time is not known. But let’s assume the customer can accept a non-signed SLA.
One way to proceed is to start letting the customer populate the slice with users by introducing an initial number of users and add more and more UEs into the network and let them start using the applications. Each user is allocated an initial QoS Flow, either per application if multiple QoS Flows are to be used or one general QoS Flow. The QoS profiles shall reflect the requirements of the services mapped on the QoS Flows as well as desired packet treatment at congestion.
Admission control of the UEs allows to increase the maximum number of users belonging to the group. OAM is aware of the number of users in the slice and add more and more when it sees it feasible. NSSF may receive the number of users directly or via NWDAF.
NWDAF also monitor QoE per user and for the whole group in the allocated slice. But it also monitors all other user’s QoE that it has a similar KPI for. It is FFS whether to monitor or not the QoE for the users that don’t have a special agreement with regards to QoE with the MNO or if there are not any users that doesn’t have an SLA with regards to QoE. NWDAF calculates continuously the percentage of UEs in each customer’s group of users to measure the fulfilment per application in the groups. OAM may subscribe to QoE info from NWDAF. 
OAM then uses this info and other info important for reaching the slice KPIs to optimize the resources in RAN and perhaps in CN. For optimization done by OAM no further description is done in here in this document and is left for other groups in 3GPP, such as SA5 and considered outside of the scope of SA2. But it can be mentioned that OAM for RAN most certainly have a better view on what optimizations can be done compared to letting SA2 decide upon this. Also RAN has a very good view on how UEs belonging to a certain slice is being supported by different RAN resources from a characteristics point of view.
When a long enough time has passed and an acceptable number of users has been reached in a stable slice configuration the trial phase ends. How to set the time needs to be studied and is FFS and may depend on the KPI to be monitored.
Diagram Showing the Trial phase 
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The steps are described here:
0. Setup of NSSF and NWDAF to start trial phase. The number of users is forwarded from OAM to NSSF. Number of users may be divided per TA. NWDAF receives the KPI used for QoE monitoring.
1. NSSF do admission control by accepting or not accepting more users to the slice. This acceptance may be done per TA. At each registration AMF forwards a slice request to NSSF. This is done by either local configuration, or UE request a general slice (not available in AMF) which forces AMF to ask NSSF.  To assure that the number of users are only taking active users into account, optionally OAM keeps track of actual number of active users with info from gauges in AMF (such as Mean number of registered subscribers in TS 28.552), and optionally updates NSSF with the difference between previous sent #users and de-registered #users. If admission per TA is needed and since the gauges are per slice and AMF, it is FFS whether NWDAF needs to keep track of number of active users per TA. If so NWDAF need to subscribe to registering and de-registering events in AMF.
2. OAM subscribes to QoE information per user or group of users belonging to specific slices with KPIs. And optionally to other/all users in general slices such as MBB, IoT from NWDAF
3. Users register and start using the slice
4. NWDAF monitor QoE per user or group of users. 
5. NWDAF notify continuously the QoE

6. OAM triggers action either in RAN or CN domain to reach the KPI for the slice. This is done under a certain time to assure the slice is stable. 
7. When slice is stable OAM notify a new #users

Steady state phase
When the slice is allocated, and MNO supports the SLA the steady state phase starts.
In this phase there may be some possible ways to do some dynamic changes for the users in a group to continuously fulfil the KPIs mentioned above. They all involve the NWDAF keeps track of QoE per user or group of users. 

Admission control may be done by controlling number of users in TAs. NSSF receives information from OAM to take decision on when users in a specific TA may not access the slice. It is FFS how often this will happen and therefore how big impact this has on the network. It is also FFS if TA is fine grained enough to do admission on. This action will have impact on the KPIs and if this is acceptable is not understood from the use case. It is the view of the sourcing company that this must be part of the SLA.
There is an option that RAN continuously act upon the fast dynamicity within the slice inside the RAN domain, to assure that the slice KPIs are not being underfitting. RAN has knowledge of what UEs belonging to a slice and what resources they are using and the relation to other UEs. It should be considered that there is existing mechanism defined in RAN to monitor a slice. But this is left for other standardizations group, such as SA5.
This phase shall not include any static configuration change of resources for the slice, neither in RAN nor in CN. If static re-arrangement of resources is needed, then the slice should enter a non-steady phase similar to trial phase but with kept SLA and thereby required fulfilment of KPIs. 
This solution needs co-operation between standardization groups as described in the key issue note:

NOTE:
The feature supporting this use case should be defined in Rel-16. And it requires SA WG5 to start the related work, and more coordination with SA WG2. The solution investigation in SA WG2 is suggested to wait for the response of SA WG5 on it.
Proposal

It is proposed to add following solution to follow the discussion paper S5-186486. All text is new.
* * * Change * * * *

6.X
Solution X: how to ensure that slice SLA is guaranteed
6.X.1
Description
6.x.1.1 A Use Case

A possible use case from Key issue#14, is that an SLA has been agreed between MNO and a customer that covers the following KPIs:

· Number of users (group of users)

· Different fulfilment for different applications such as:

· 80% of users running application 1 shall have a at least QoE_1 or higher (where QoE_1 might be an agreed MOS value) 

· 90% of users running application 2 shall have a at least QoE_2 or higher (where QoE_2 might be an agreed MOS value)

· Etc…

Here it is assumed that a specific slice is going to be used for this customer. The KPIs above are made available for NWDAF.

6.x.1.2 Trial phase

Assume that the MNO would like to assure that it can support the SLA by allocating a new slice. One way to do this is by a “trial” phase for the Slice. This period is to assure that the new slice is not impacting existing services and slices in the network. Initial resources in RAN and in CN are allocated to the slice. Agreement between MNO and customer during this time is not known. But let’s assume the customer can accept a non-signed SLA.

One way to proceed is to start letting the customer populate the slice with users by introducing an initial number of users and add more and more UEs into the network and let them start using the applications. Each user is allocated an initial QoS Flow, either per application if multiple QoS Flows are to be used or one general QoS Flow. The QoS profiles shall reflect the requirements of the services mapped on the QoS Flows as well as desired packet treatment at congestion.

Admission control of the UEs allows to increase the maximum number of users belonging to the group. OAM is aware of the number of users in the slice and add more and more when it sees it feasible. NSSF may receive the number of users directly or via NWDAF.
NWDAF also monitor QoE per user and for the whole group in the allocated slice. But it also monitors all other user’s QoE that it has a similar KPI for. It is FFS whether to monitor or not the QoE for the users that don’t have a special agreement with regards to QoE with the MNO or if there are not any users that doesn’t have an SLA with regards to QoE. NWDAF calculates continuously the percentage of UEs in each customer’s group of users to measure the fulfilment per application in the groups. OAM may subscribe to QoE info from NWDAF. 

Editor’s Note It is FFS whether to monitor or not the QoE for the users that don’t have a special agreement with regards to QoE with the MNO or if there are not any users that doesn’t have an SLA with regards to QoE.

OAM then uses this info and other info important for reaching the slice KPIs to optimize the resources in RAN and perhaps in CN. For optimization done by OAM no further description is done in here in this document and is left for other groups in 3GPP, such as SA5 and considered outside of the scope of SA2. But it can be mentioned that OAM for RAN most certainly have a better view on what optimizations can be done compared to letting SA2 decide upon this. Also RAN has a very good view on how UEs belonging to a certain slice is being supported by different RAN resources from a characteristics point of view.

When a long enough time has passed and an acceptable number of users has been reached in a stable slice configuration the trial phase ends. How to set the time needs to be studied and is FFS and may depend on the KPI to be monitored.

Editor’s Note How to set long enough time needs to be studied and is FFS and may depend on the KPI to be monitored.
Diagram Showing the Trial phase 
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The steps are described here:

0. Setup of NSSF and NWDAF to start trial phase. The number of users is forwarded from OAM to NSSF. Number of users may be divided per TA. NWDAF receives the KPI used for QoE monitoring.

1. NSSF do admission control by accepting or not accepting more users to the slice. This acceptance may be done per TA. At each registration AMF forwards a slice request to NSSF. This is done by either local configuration, or UE request a general slice (not available in AMF) which forces AMF to ask NSSF.  To assure that the number of users are only taking active users into account, optionally OAM keeps track of actual number of active users with info from gauges in AMF (such as Mean number of registered subscribers in TS 28.552), and optionally updates NSSF with the difference between previous sent #users and de-registered #users. If admission per TA is needed and since the gauges are per slice and AMF, it is FFS whether NWDAF needs to keep track of number of active users per TA. If so NWDAF need to subscribe to registering and de-registering events in AMF.

Editor’s Note If admission per TA is needed and since the gauges are per slice and AMF, it is FFS whether NWDAF needs to keep track of number of active users per TA. If so NWDAF need to subscribe to registering and de-registering events in AMF.
2. OAM subscribes to QoE information per user or group of users belonging to specific slices with KPIs. And optionally to other/all users in general slices such as MBB, IoT from NWDAF

3. Users register and start using the slice

4. NWDAF monitor QoE per user or group of users. 

5. NWDAF notify continuously the QoE

6. OAM triggers action either in RAN or CN domain to reach the KPI for the slice. This is done under a certain time to assure the slice is stable. 

7. When slice is stable OAM notify a new #users

6.x.1.3 Steady state phase
When the slice is allocated, and MNO supports the SLA the steady state phase starts.

In this phase there may be some possible ways to do some dynamic changes for the users in a group to continuously fulfil the KPIs mentioned above. They all involve the NWDAF keeps track of QoE per user or group of users. 

Admission control may be done by controlling number of users in TAs. NSSF receives information from OAM to take decision on when users in a specific TA may not access the slice. It is FFS how often this will happen and therefore how big impact this has on the network. It is also FFS if TA is fine grained enough to do admission on. This action will have impact on the KPIs and if this is acceptable is not understood from the use case. It is the view of the sourcing company that this must be part of the SLA.

Editor’s Note It is FFS how often number of users per TA will be updated and therefore how big impact this has on the network. It needs also to be discussed with SA5 if this information is available, and on what time basis.
Editor’s Note It is also FFS if TA is fine grained enough to do admission on. Also, it needs to be understood if the impact on the KPIs is acceptable.
There is an option that RAN continuously act upon the fast dynamicity within the slice inside the RAN domain, to assure that the slice KPIs are not being underfitting. RAN has knowledge of what UEs belonging to a slice and what resources they are using and the relation to other UEs. It should be considered that there is existing mechanism defined in RAN to monitor a slice. But this is left for other standardizations group, such as SA5.

This phase shall not include any static configuration change of resources for the slice, neither in RAN nor in CN. If static re-arrangement of resources is needed, then the slice should enter a non-steady phase similar to trial phase but with kept SLA and thereby required fulfilment of KPIs. 

This solution needs co-operation between standardization groups as described in the key issue note:

NOTE:
The feature supporting this use case should be defined in Rel-16. And it requires SA WG5 to start the related work, and more coordination with SA WG2. The solution investigation in SA WG2 is suggested to wait for the response of SA WG5 on it.
* * * End of Change * * * *
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